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ABSTRACT: In this work, a new methodology is devel-
oped that describes the viscoelastic scaling of a polymer-
physical foaming agent (PFA) solution in a detailed and
internally consistent manner. The approach is new in that
while previous researchers have largely focused on scaling
down experimentally obtained high pressure polymer-PFA
solution viscosity data onto a master curve for the viscos-
ity of the undiluted polymer melt at a reference tempera-
ture and atmospheric pressure, we have generated the
shear viscosity data required for our simulations by sys-
tematically scaling up the viscosity values obtained from
measurements on a pure polymer melt to the desired tem-
perature, pressure, and concentration values characterizing
the flow. Simulations have been run for the flow of a poly-

mer-PFA solution through an extrusion foaming die with
an abrupt axisymmetric contraction and good qualitative
agreement is obtained with experimental pressure drop
measurements obtained previously in our laboratory. The
pressure drop rates and temperature rise rates have been
estimated at the surface of incipient nucleation. Because of
the short residence times in the die for the microcellular
foaming process, approximating the flow through the die
as a single phase flow in our simulations still gives useful
insights into the dynamics of the flow. � 2007 Wiley Period-
icals, Inc. J Appl Polym Sci 106: 1053–1074, 2007
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INTRODUCTION

US consumption of plastic foams was projected to
exceed 7.8 billion pounds in 2005.1 Thermoset poly-
urethane, polystyrene (PS), and polyethylene (PE)
foams dominate the plastics foam market with PS
foams accounting for 25% of the total market share.2

PS foams produced by continuous processes like
extrusion or semibatch processes like injection mold-
ing represent 90% of the total PS foam production in
the United States.

Low-density thermoplastic foams have been pro-
duced in the plastics industry for over four decades
now. Because of the commercial importance and com-
plexity of the polymer foaming process, numerous
studies have been carried out to understand the effect
of the processing variables on the final foam morphol-
ogy. Initial studies focused more on thermoplastic
foam extrusion using chemical blowing agents since
foam production using chemical blowing agents is
easier than foam production using physical blowing

agents. Notable among the studies on continuous
foaming of polymers using chemical blowing agents
are the studies conducted by Hansen,3 Han et al.,4

Blyler and Kwei,5 and Oyanagi and White6 on the
extrusion foaming of low-density PE using azodi-
carbonamide as the blowing agent, and the studies
conducted by Oyanagi and White6 and Han and
Villamizar7 on the extrusion foaming of PS using azo-
dicarbonamide or sodium bicarbonate as the blowing
agent. Since chemical blowing agents are activated
(decomposed) at higher temperatures, the foaming
die block and extruder barrel nozzle can be selec-
tively maintained at higher temperatures to initiate
the decomposition of the blowing agent. The use of
chemical blowing agents does not require very high
pressures or pressure drops across the foaming die
and hence running experiments using chemical blow-
ing agents does not necessitate the use of elaborate
and expensive high-pressure equipment. An excellent
overview of foaming using chemical blowing agents
is available in Han.8

Physical blowing agents are substances like simple
gases (e.g., chlorofluorocarbons (CFCs), hydro chloro-
fluorocarbons (HCFCs), carbon dioxide (CO2), nitro-
gen (N2)), and some hydrocarbons (e.g., pentane,
hexane), which are soluble in the matrix material at a
certain pressure and temperature but become insolu-
ble either when the pressure of the system is lowered
or when the temperature of the system is changed.
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The bulk of the foaming in the polymer foam industry
today is carried out using physical foaming agents
(PFAs) since PFAs give higher volume expansion
ratios and the phase separation times for PFAs are
of the order of microseconds or milliseconds as
against the decomposition half-life of the order of
minutes for chemical blowing agents. Another
advantage of PFAs is that they leave no solid residue
in the final foam unlike chemical blowing agents,
which leave more than 50% of their weight as residue.
A number of studies have been conducted in recent
years with PFAs for both batch9–17 and continuous
foaming.8,17–34

Conventionally, the polymer-foaming industry has
been using CFCs and HCFCs for foaming, since these
compounds have the highest solubility in most com-
modity plastics and yield foams with the highest vol-
ume expansion ratios. The foams using CFCs and
HCFCs have cell sizes typically exceeding 100 lm
and cell densities � 106 cells/cm3 and are known as
structural foam. Typical densities of extruded foam
sheets are on the order of 5–50% of the base material.
The primary application of PS structural foam is for
building insulation and for producing styrofoam cups
and take away food containers. However, because of
the continuous pressure on the industry to move
away from hazardous volatile organic carbons
(VOCs) and ozone-depleting substances, there is great
interest in exploring alternative, environmentally be-
nign blowing agents such as CO2 and N2. CO2 is a
reasonably good PFA for the commodity plastics and
there is interest in understanding the foaming process
for polymer-CO2 systems especially since the Kyoto
protocol calls for banning CFCs and HCFCs as foam-
ing agents by the year 2010—CFCs and HCFCs being
detrimental to the ozone layer in the Earth’s atmos-
phere.

Another reason for studying the foaming of poly-
mers with inert gases such as N2 and CO2 is the possi-
bility of producing microcellular foams using them.
Microcellular foams are typically defined as foams
having cell sizes less than �10 lm and cell densities
>109 cells/cm3. Microcellular polymers have shown
improved fatigue life and energy absorption, higher
mechanical strength-to-weight ratio, higher impact
strength and toughness, and higher thermal and
dimensional stability when compared with structural
foamed parts. Moreover, since the cells are so small,
the foam possesses an excellent texture, and so, to an
casual observer, the foamed plastic part retains the
appearance of a solid plastic. Typical extruded foam
densities for microcellular polymers are between 30
and 60% of the base material, and thus there is lesser
material savings while using microcellular foams as
compared to structural foams. So far, microcellular
foams have been of greater interest to academia and
to specialty foam producers but due to the safety

hazards associated with potentially explosive alterna-
tive blowing agents like hydrocarbons and with the
phase out of CFCs and HCFCs, there is increasing
commercial interest in producing microcellular poly-
mers. Experimental studies on foaming of polymers
using CO2 as the PFA has been an area of very active
research in the last decade. Tomasko et al.35 have pro-
vided an excellent review on the CO2 applications in
the processing of polymers.

Extrusion foaming of thermoplastics essentially
comprises three main steps. The first step is the gen-
eration of a homogenous polymer-PFA solution in the
extruder. Typically, polymer pellets are melted in an
extruder and a metered amount of the PFA is injected
at high pressure into the molten polymer through a
gas injection port. Mixing of the polymer-PFA solu-
tion takes place via the process of convective diffu-
sion.29 In this process, the matrix material is stretched
and folded by the action of flow in the screw channels
while blobs of the injected gas in contact with the
convecting polymer melt break up due to interfacial
tension forces. The homogenization of the polymer-
blowing agent solution is aided by the provision of
mixing elements on the extruder screw downstream
of the gas injection port or by provision of a static
mixer following the extruder barrel or both.

The second step is the nucleation and growth of
gas bubbles in a predominantly shear flow field. The
pressure of a fluid element monotonically decreases
as it moves along the die. Phase separation of the
PFA from the thermoplastic matrix occurs following a
small time period called the induction time or time
lag of nucleation once the pressure of the polymer-
PFA solution falls below the solubility limit of the
PFA in the polymer. The nucleated bubbles continue
to grow in the closed channel either under a shear
flow field (if die diameter stays constant downstream
of the saturation surface), or under a flow field where
the elongational flow is superposed on the shear (if
the shaping die has a different geometry than the
foaming die).

The third and final step in extrusion foaming is the
growth of the bubbles of the PFA in the cooling poly-
mer foam exiting the die followed by freezing of the
morphology once the temperature of the matrix mate-
rial falls below its glass transition temperature. Most
of the bubble growth in conventional foaming pro-
cesses occurs during the extensional free surface flow
of the extrudate exiting the die channel. The bubble
growth, at least at lower temperatures (close enough
to the glass transition temperature) is diffusion-
driven, although at higher temperatures bubble coa-
lescence and/or bubble collapse following an acceler-
ated loss of gas to the surroundings may dominate
the final foam morphology.26,28,36

Starting with the pioneering work of Prof Suh’s
group at MIT on the foaming of polymers with inert
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gases (basically, N2), extensive investigations on
batch, semibatch, and continuous foaming processes
using PFAs for both structural as well as microcellu-
lar foams have been carried out.12,13,37 Since this arti-
cle deals with continuous foaming of a thermoplastic
using a PFA as the blowing agent through an extru-
sion capillary die, only the relevant literature is
discussed in some detail below.

Han and Ma20,21 performed experiments to deter-
mine viscosities of low-density PE and PS charged
with fluorocarbon blowing agents using a capillary
foaming die. They correlated their experimental data
in terms of a viscosity reduction factor defined as the
ratio of the viscosity of polymer-blowing agent mix-
ture to that of the pure polymer melts. They demon-
strated how their correlation could predict the viscos-
ities of mixtures of low-density PE and PS charged
with fluorocarbon blowing agents from data for the
viscosity of the pure polymer melts alone.

Park et al.27 investigated the effect of the pressure
drop rate on cell nucleation in microcellular extrusion
foaming of high impact PS with CO2 as the blowing
agent. Foaming was carried out in nozzles of different
geometries (different radii and lengths) chosen such
that for identical processing conditions and for the
same amount of gas dissolved, the total pressure
drop remained constant across each nozzle. The total
number of cells nucleated was found to be a strong
function of the pressure drop rate. The nucleation of a
larger number of cells at higher pressure drop rates
was attributed to the greater thermodynamic instabil-
ity (higher solubility-drop rate) induced in polymer–
gas solutions flowing through nozzles of smaller
radii.

In a separate publication, Park and coworkers34

employed a set of dies with differing geometries
(capillaries with different lengths and radii) in a
foaming extruder while systematically varying the
concentration of blowing agent (CO2) and nucleating
agent (Talc) with PS (101, Nova Chemicals) as the
matrix material. They also varied the die temperature
from 170 to 1208C with a decrement of 58C and also
conducted experiments in which they varied the net
pressure drop across the dies (while keeping the
pressure drop rate constant). The authors observed
that processing temperature had only a marginal
effect on the cell density. They found that for all
nucleating agent and blowing agent concentrations
that they used, cell density increased significantly as
pressure drop rate increased. However, changing the
total die pressure across the foaming die (by altering
either the die temperature or the die geometry)
appeared to have no effect on the cell density, though
it appeared to have a significant effect on the cell
morphology of the obtained foams especially at low
pressures (corresponding to higher CO2 concentra-
tions). The authors also found that the cell density

increased with an increase of CO2 concentration for
all dies studied. Increasing the talc content was found
to improve the cell density although the increase of
the cell density with respect to the talc content was
not high. The authors also observed that though the
melt flowing near the wall of the die did not have a
high pressure drop rate due to the retarded motion of
the fluid close to the wall, the cell densities were
observed to be slightly higher (up to 30% higher) than
those of the core area in most cases. The higher cell
density in the slowly flowing surface region was
attributed to the nucleation induced by the shear
action.

Han et al.23,24 carried out experiments in which
they carried out microcellular foaming of PS (685D)
supplied by the Dow Chemical Company with CO2

as the PFA. Experiments were carried out on an ex-
truder equipped with a simple capillary foaming die
to study the effects of the following key variables:
foaming temperature, total pressure drop, pressure
drop rate, and CO2 concentration, on the final foam
morphology in the PS-CO2 system. Preliminary simu-
lations were run using the computational fluid
dynamics (CFD) package FLUENT to analyze the
flow field in the foaming die. Since detailed visco-
elastic scaling of the shear rheology data was not car-
ried out for this work, the simulated results showed
some discrepancies from experimental measure-
ments.

The foaming of polymers is a complex process since
it is controlled by a large number of process variables
many of which are interdependent. Figure 1 depicts
the dependence of the foam morphology on the mate-
rial properties, operating variables, and field varia-
bles. The operator can choose the type of resin and
the type of PFA to run on the process line and also
the die geometry. The operator can also control the
rate of heat exchange in various parts of the process
line and the back pressure in the extruder (by provi-
sion of a gear pump, etc.) and set the throughput
rates for the resin and the gas for the process.

Choice of a resin and PFA and setting the through-
put rate together sets the material properties. The
material properties and the basic field variables are
interdependent as shown in Figure 1. Material pro-
perties show intricate dependencies on the amount of
PFA dissolved and on the basic field variables. For
example, the shear viscosity is a complex function of
temperature, pressure, shear rate, and CO2 weight
fraction but these dependencies are known. However,
the dependency of some material properties on the
amount of gas dissolved in the polymer and on the
basic field variables is not precisely known. For exam-
ple, the dependency of thermal conductivity and
specific heat capacity on shear rate or weight fraction
CO2 dissolved has not been systematically studied.
The question mark ‘‘?’’ in front of a material parame-
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ter indicates such an unknown or unquantified
dependency.

Since the polymer extrusion foaming process is one
in which complex non-Newtonian flow is coupled
with heat transfer, and involves unquantified material
dependencies and also phase separation within the
foaming die, modeling of the polymer blowing agent
mixture through an extrusion foaming die has rarely
been attempted. Commercial foam producing compa-
nies still resort largely to trial and error-based
approaches when it comes to designing dies for new
material formulations/ throughput rates. Such an
approach is wasteful in terms of material and time.
This work presents a simplified approach to modeling
the flow of a polymer-PFA solution through an ex-
trusion foaming die. In this work, an internally
consistent viscoelastic scaling approach is adopted to
simulate the axisymmetric contraction flow of a PS-
CO2 solution through an adiabatic extrusion foaming
die using the CFD package FLUENT. In an internally
consistent viscoelastic scaling approach, the tempera-
ture, pressure, and concentration corrections of vis-
cosity are accounted for solely through their effect on
the zero shear viscosity. This is the first time, to our
knowledge, that simulations are being run for a poly-
mer-blowing agent solution in an extrusion foaming
die using an internally consistent viscoelastic scaling
approach. The effects of die temperature and screw

rotation rate (processing rate) on the temperature,
pressure, and velocity profiles for an adiabatic foam-
ing die are investigated in detail in this article for a
constant CO2 concentration of 1.0 wt % in PS. Reason-
ably good agreement is observed between the simu-
lated and the experimentally measured pressure
drops across the foaming die despite the assumption
of a single phase PS-CO2 solution flowing through the
die over its entire length. The assumptions inherent
in the simulation and the limitations of the work are
discussed in the relevant sections throughout the
article.

MODELING OF THERMOPHYSICAL
PROPERTIES

Simulation of the extrusion foaming process requires
the estimation of various thermophysical properties,
viz., viscosity, thermal conductivity, density, and
specific heat capacity for the polymer-blowing agent
system under consideration. Of these viscosity esti-
mation is the most important since viscosity can
change by orders of magnitude with changes in shear
rate, diluent concentration, and temperature and can
also change significantly with pressure. In this work,
a detailed methodology has been developed that inte-
grates the concentration, temperature, and pressure
shift of the viscosity with the shear rate dependence
of the viscosity in an internally consistent manner.
The approach is novel in that while previous res-
earchers have largely focused on scaling down exper-
imentally obtained high pressure polymer-blowing
agent solution viscosity data onto a base curve for the
viscosity of the undiluted polymer melt at a reference
temperature and atmospheric pressure, we have suc-
ceeded in generating the shear viscosity data for our
needs by scaling up the viscosity values obtained
through a single set of experiments on the undiluted
pure polymer melt at atmospheric pressure and using
well-known correlations from the open literature. The
power and the utility of the methodology lies in the
fact that in principle from a single accurate viscosity-
shear rate measurement conducted at a reference
temperature and atmospheric pressure, it is possible
to obtain the shear viscosity of the polymer-diluent
solution for any arbitrary temperature, pressure, and
diluent concentration in the processing window. Esti-
mation of other thermophysical properties such as
thermal conductivity, specific heat capacity, and den-
sity is also discussed below.

Viscoelastic scaling of PS-CO2 solution

The viscosity of a polymer melt reduces appreciably
when a suitable PFA is added to it. Data for polymer-
PFA solution viscosities are difficult to obtain
experimentally since the measurements have to be
performed on elaborate high pressure systems

Figure 1 Summary of variables affecting final foam mor-
phology in the foam extrusion process. Operating variables
are ones that the experimenter/operator has control over.
Material properties, both thermophysical and rheological,
exhibit a strong dependence on the basic field variables—
pressure, temperature, and shear rate as also on the dilu-
ent concentration in the melt. The question mark in the
argument of a material property denotes an undetermined
or unquantified dependency.
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wherein the system pressure has to be maintained in
excess of the degassing pressure of the PFA at all times
to avoid the problems pertaining to phase separation
in the system. As a result only a handful of data on
PS-CO2 systems are available in the open literature.
Free-volume based arguments can be invoked to
explain viscosity reduction of a polymer on addition of
a PFA,38–46 the paucity of data need not be a deterrent
in carrying out simulations that can foster at least a
qualitative (or even a semiquantitative) understanding
of the mechanism of foaming in the extrusion die.

Gerhardt et al.40,41 in their work with the poly(di-
methyl siloxane) PDMS-CO2 system demonstrated
that classical viscoelastic scaling methods could be
applied to reduce the PDMS-CO2 solution viscosity
curve to a master curve of pure PDMS. Kwag
et al.42,43 and later, Royer et al.46 applied their visco-
elastic scaling approach to PS-CO2 systems to reduce
their experimental viscosity data to a master curve of
scaled viscosity hðaC _gÞ=aC identical to the viscosity
curve hð _gÞ of pure PS at the same temperature and
pressure. The authors reasoned that the PFA concen-
tration scaling factor aC ‘‘corrects’’ the viscosity of the
polymer-CO2 solution for the amount of CO2 dis-
solved in the melt in the same way as the well-known
temperature scaling factor ‘‘corrects’’ the viscosity for
temperature or the pressure shift factor ‘‘corrects’’ the
viscosity for the hydrostatic pressure imposed on the
melt. Thus, to reduce their experimental viscosity
curve for PS-CO2 solution flowing through a capillary
die, the authors first converted their apparent vis-
cosity versus apparent shear rate data into a true
viscosity versus true shear rate data through either a
Rabinowitsch or Schuemmer47 type correction and then
computed pressure, temperature, and concentration
shift factors such that when true viscosity/(aT 3 aP 3
aC) was plotted versus true shear rate 3 (aT 3 aP 3 aC),
the data collapsed perfectly onto the hð _gÞ versus _g
curve for the pure melt at the reference temperature
(base temperature) and atmospheric pressure. Since
in this study, ‘‘scaling-up’’ of the data from h (T 5
Tref, P 5 1 atm, C 5 0% CO2) to an g at an arbitrary T,
P, and C within the foaming die was carried out, as
opposed to the ‘‘scaling-down’’ done by the afore-
mentioned authors to collapse their actual experi-
mental data on PS-CO2 solution flowing through a
capillary die, an approach opposite to that prescribed
by the above-mentioned authors in their publications
was followed. The approach adopted is described in
detail below.

Viscosity-shear rate data for pure PS melt was
obtained on a parallel plate rheometer supplied by
Rheometrics (RMS-800) and is shown in Figure 2. The
data covered a broad temperature range (140–2408C,
at 108C intervals) encompassing the processing win-
dow on the foaming extruder and was measured as
complex viscosity over three decades of frequency

(0.1–100 s21, with 10 points per decade). According to
the empirical Cox-Merz relationship, the shear rate
dependence of the steady state viscosity is equal to
the frequency dependence of the complex viscosity.
Thus, 11 sets of data, from 140 to 2408C, with 30
points in each set viz. 330 points in all, were obtained
via measurements conducted on the parallel plate vis-
cometer and served as ‘‘raw data.’’

Once the raw data had been obtained, the first step
in the formulation of a viscosity model for the PS-CO2

system was to ascertain whether the kinetic bottle-
neck for molecular motions was the free-volume
availability (in which case the data would fit a WLF
type equation better) or whether the rate-limiting step
for molecular mobility was an apparent activation
energy for flow (wherein the Arrhenius relation
would better fit the data). Williams et al.48 in their
original article on the WLF equation had cautioned
that outside the range of 1008C above the Tg, the WLF
equation could not be expected to hold for most
glass-forming liquids. Their reasoning was that for or-
dinary glass-forming liquids far above their glass
transition temperatures, specific details of molecular
structure, through an apparent activation energy of
flow, would dominate the flow behavior of the liquid,
whereas in super-cooled liquids, in the range of about
1008C above their Tg, a ‘‘universal’’ temperature de-
pendence, prescribed by the WLF equation, would
overwhelm the specific structure-dependent differen-
ces and would control the flow behavior.

PS melt is an amorphous glass forming liquid but
since the experimental data had been obtained over a
temperature range extending beyond Tg 1 1008C (the

Figure 2 Measurement of complex viscosity of pure PS
melt on the parallel plate rheometer (RMS 800) using small
angle oscillatory shear at temperatures ranging from 140 to
2408C. The temperature range chosen is such as to en-
compass the extrusion temperature window over which
foaming experiments had been previously conducted in
our laboratory.
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Tg for pure PS at 1 atm pressure is 1008C), the experi-
mental data was fit to both the Arrhenius relation49 as
well as to the WLF equation.48 A far better fit was
obtained when the WLF equation was used to fit the
data over the entire temperature range. Next, a
‘‘hybrid’’ fit was attempted in which the WLF equa-
tion was used to fit the data in the temperature range
of 140–1808C and the Arrhenius equation was used to
fit the data over the temperature range of 200–2408C.
The fit (in the normalized least-squares sense) was
now found to be comparable with the case when the
WLF fit was applied over the entire temperature
range.

Reports of PS melt viscosities at higher tempera-
tures in the literature are somewhat ambiguous50,51

and there is no universal agreement regarding when
the transition from the WLF temperature dependence
to the Arrhenius temperature dependence of viscosity
occurs. However, in a recent publication, Lomellini50

argues that since PS has a bulky jumping unit, free
volume is most likely the rate-limiting factor for mo-
lecular interactions over a wider temperature range
than for ordinary glass-forming liquids. In fact, the
author asserts that over the entire temperature range
that he investigated (up to 2908C), the WLF free-vol-
ume description was uniformly obeyed for PS melt.

There is some evidence in the literature52 that PS
undergoes a slight decrease in the number–average
molecular weight (Mn) between 180 and 2208C. How-
ever, this reduction is not significant enough to cause
a noticeable change in the melt viscosity of PS for
small processing times. Also, after the initial chain
cleavages, no further reduction in Mn is observed for
temperatures below 2508C.53 Since the WLF fit is as
good as the ‘‘hybrid’’ fit and since it would be more
convenient to use a uniform temperature-dependence
of viscosity descriptor over the entire temperature
range, the WLF equation is used to describe the tem-
perature dependence of PS melt over the entire pro-
cessing window.

Temperature correction of viscosity

The WLF equation was used to implement the tem-
perature correction of viscosity. The WLF equation
can be written as:

logðaTÞ ¼ �C1sðT � TsÞ
C2s þ T � Ts

(1)

where Ts is a reference temperature and C1s and C2s

are the WLF constants. Williams et al.48 recommend
that Ts should be chosen around 508C higher than the
Tg of the liquid (i.e., about the middle of the range
over which the WLF equation is valid) to get the most
appropriate values of C1 and C2 for shifting.

Figure 3 shows the time-temperature superposition
of the small angle oscillatory shear data of Figure 2.
The reference temperature, Ts, is chosen to be 1508C
for the shift, since it provides the best C1 and C2 val-
ues to shift the viscosity to other temperatures—
larger deviations are observed between the shifted
viscosity and the measured viscosity for all other
choices of reference temperature Ts. Starting with the
reference curve, the shear viscosity curves in Figure 3
for different temperatures are superposed on each
other to obtain the value of aT for each temperature.
A plot of T 2 Ts/(log aT) vs. (T 2 Ts) then gives a
straight line with slope s and intercept i such that54:

C1s ¼ �1=s (2a)

C2s ¼ i=s (2b)

Once C1s and C2s corresponding to the reference
temperature Ts are obtained, C10 and C20, correspond-
ing to any arbitrary reference temperature T0 can be
obtained simply by using the relations48,55:

C20 ¼ C2s þ T0 � Ts (3a)

C10 ¼ ðC1sC2sÞ=C20 (3b)

In this manner, the values of C1g and C2g, corre-
sponding to the glass transition temperature, Tg, are
obtained. The values of C1g and C2g so obtained over
the usual range of validity of the WLF equation are
13.28 and 48.53, respectively, which compare favor-
ably with the values cited in the literature.54 For the

Figure 3 The upper curve shows time-temperature super-
position of the complex viscosity data of Figure 2 with a
view to obtain the shift factor for each temperature with
the 1508C curve serving as a reference. The lower curve
depicts the concentration shift of the data of the upper
curve were it possible to dissolve 1.0 wt % CO2 into the
pure PS melt at atmospheric pressure and at 1508C tem-
perature.
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range Tg 1 1008C to Tg 1 1408C, C1g and C2g are
obtained as 13.45 and 37.21, respectively. Use of these
values for the concentration shifting of the viscosity
data is described in the next section.

Concentration correction of viscosity

Following Royer et al.46 and Kwag et al.,42 the concen-
tration shift factor was computed using the basic
notion that the combined shift factor ‘‘a’’ can be writ-
ten down as a product of the individual scaling shift
factors for temperature (aT), pressure (aP), and con-
centration (aC). Thus,

a ¼ aTaCaP

Therefore,

logðaÞ ¼ logðaTaCaPÞ ¼ logðaTÞ þ logðaCÞ þ logðaPÞ

Since concentration scaling is carried out first on
the raw data at atmospheric pressure, aP 5 1 and the
above equation becomes

logðaCÞ ¼ logðaTaCÞ � logðaTÞ

Therefore,

logðaCÞ ¼
�C1g;mixðT � Tg;mixÞ
C2g;mix þ T � Tg;mix

þ C1gðT � TgÞ
C2g þ T � Tg

(4)

where, aC is the concentration shift factor, C1g and C2g

are the WLF constants for the pure polymer and
C1g,mix and C2g,mix are the WLF constants for the PS-
CO2 solution, which may or may not be equal to C1g

and C2g. Tg,mix refers to the glass transition tempera-
ture of the PS-CO2 mixture were it possible to dis-
solve the prescribed amount of CO2 into the PS melt
at atmospheric pressure.

Only a few models are available in the literature to
predict Tg depression on addition of a diluent for dif-
ferent polymer-diluent systems. For the PS-CO2 sys-
tem, two models are in popular use—the robust but
slightly complex model of Condo et al.56 and the sim-
ple but approximate model of Chow. For the purpose
of this work, Tg,mix is computed using the Chow
model,57 which gives reasonably valid estimates of Tg

depression for PS-diluent systems, at least at low con-
centrations of CO2 in the melt. The Chow model is
based on the mean-field (Braggs-Williams) approxi-
mation for lattice fluid mixtures. In the Braggs-Wil-
liams approximation, originally derived for a lattice
gas,58 the configurational degeneracy and average
nearest neighbor interaction energy are both handled
assuming a random distribution of molecules among
sites (implying a nearest neighbor energy of 0). The

Chow model can be expressed as

ln
Tg

Tg;mix

� �
¼ b½ð1� yÞ lnð1� yÞ þ y ln y� (5)

In the above equation, b and y are dimensionless
parameters defined as

b ¼ zR

MpDCpp
; u ¼ Mp w

zMd ð1� wÞ

where, Mp and Md refer to the molecular weight of
the monomer and the diluent, respectively, DCpp is
the excess transition isobaric specific heat of the poly-
mer, w is the mass (or weight) fraction of the diluent,
z is the lattice coordination number, and R is the gas
constant. Addition of a small amount of diluent in a
polymer mainly affects y, b being usually fixed for a
given polymer. Chow used a value of 2 for z to com-
pare his theory with experimental data for various
PS-diluent systems and found that his model pre-
dicted Tg depressions reasonably well for the diluents
considered.

Chiou et al.59 used differential scanning calorimetry
to estimate the glass transition temperature of many
polymer-diluent systems (including PS-CO2 solution).
They found that the Chow model with a value of z
5 1 could fit their PS-CO2 Tg,mix data better than the z
5 2 case. Following Chiou et al.,59 a value of z 5 1
was adopted to calculate the Tg depression of PS on
addition of CO2 along with the following values for
the other model parameters: Tg 5 1008C, Mp 5 104 g/
mol, DCpp 5 0.0767 cal/(g 8C), w 5 0.01, Md 5 44.06
g/mol, R 5 1.987 cal/(mol 8C). The value of Tg,mix,
corresponding to 1.0 wt % CO2 in PS was found to be
89.678C. Using this value of Tg,mix, aC was computed
using eqs. (4) and (5). The time-temperature super-
posed data for pure PS in Figure 3 was then concen-
tration shifted to the 1.0 wt % CO2 data in Figure 3
using the computed value of the shift factor aC.

Pressure correction of viscosity

The effect of pressure on the capillary flow of PS melt
has been investigated by many researchers.60–64 Pen-
well and Porter63 carried out experiments on nearly
monodisperse (Mw/Mn < 1.10) low molecular weight
(20,400) and high molecular weight (670,000) PS frac-
tions flowing through a capillary. The low molecular
weight PS fraction was chosen since viscous dissipa-
tion could be assumed to be negligible for it and since
it gave no indication of elastic energy storage (as evi-
denced by insignificant die swell and small entrance
losses) at low enough rates of flow through the capil-
lary dies. Thus, the pressure effect could be more
readily segregated once the flow rates were increased.
The high molecular weight PS fraction was chosen
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since it resembles better the real PS melt flowing
through most commercially relevant geometries. The
authors showed that for the low molecular weight
material, the application of a WLF type correction
(through an accounting of the Tg elevation due to
pressure, evaluated at the mean pressure of the flow)
sufficed to explain the pressure effect on viscosity.
For the higher MW material, though, application of a
WLF type correction after correcting for entrance and
die-swell effects greatly overpredicted the viscosity.
The authors rightly attributed the overprediction to
ignoring the shear-thinning of the polymer due to vis-
cous heat generation for the higher molecular weight
PS fraction. Accounting for the shear-dependence of
viscosity separately would enable a WLF type correla-
tion to correct for the PS melt viscosity at high pres-
sures. As in the case of concentration correction of the
viscosity, the pressure correction was also imple-
mented through accounting for a change in Tg of the
polymer melt with the affecting variable (here pres-
sure).

Thus, for a specified CO2 concentration in PS, one
can write, following Penwell et al.64 and Royer et al.46:

logðaPÞ ¼ logðaPaTÞ � logðaPÞ

Therefore,

logðaPÞ ¼
�C1g;mixðT � Tg;mix;PÞ
C2g;mix þ T � Tg;mix;P

þ C1g;mixðT � Tg;mixÞ
C2g;mix þ T � Tg;mix

(6)

Many researchers have investigated the effect of
pressure on the Tg of polymer melts. There is a pretty
good agreement between the various bodies of
research that for pressures routinely encountered in
polymer processing operations such as extrusion and
injection molding, Tg increases linearly with pressure.
Following Penwell et al.64:

Tg;P ¼ Tg;P0 þ A1 � P

where A1 ¼ @Tg

@P is the pressure coefficient of viscosity.
Several researchers have determined the value of

the coefficient A1
65,66 and these values typically fall in

a pretty narrow range (0.28–0.31 K/MPa). The value
of 0.29 K/MPa determined by Quach and Simha66

was used for our calculations.
Figure 4 depicts the relative importance of pressure

and concentration shifting of viscosity at an arbitra-
rily chosen temperature and pressure in the process-
ing window for the PS-CO2 solution. It can be clearly
seen that the concentration shift of viscosity is much
more pronounced than the pressure shift, even for a
CO2 concentration of as little as 1.0 wt % in PS.
However, as our simulation results reveal later, at a
fixed diluent concentration in the melt, the pressure

dependence of viscosity can play a significant role in
determining the flow behavior, and should not be
ignored in flow simulations within extrusion dies and
injection-molding gates and runners.

Shear-rate dependence model for the
viscosity of PS-CO2 solutions

To represent the shear-rate dependence of the shear
viscosity of polymer melts, Hieber and Chiang67 sug-
gest the use of the following functional form, which is
a generalization of the popular models of Cross and
Carreau:

Z ¼ Z0

1þ Z0 _g
t�

� �ch ið1�nÞ
c

(7)

In this model, h0 represents the zero-shear-rate
Newtonian viscosity and n, s?, and c are model con-
stants. Equation (7) reduces to the cross model for c 5
1 2 n, to the Carreau model if c 5 2 and to the
‘‘modified Carreau model’’ if c 5 1. The parameter c
characterizes the breadth of the transition between
the Newtonian and power law regimes of the viscos-
ity dependence on shear, being broadest for the Cross
model (c 5 1 2 n < 1), less broad for the modified
Carreau model (c 5 1) and narrowest for the Carreau
model (c 5 2). Since the breadth of the transition
between the Newtonian and power law regimes is

Figure 4 Relative importance of concentration and pres-
sure shifting of viscosity at a temperature of 2408C and a
mean pressure of 5.65 MPa. Pure PS data is at T 5 2408C
and P 5 1 atm. Concentration shifted data is the reduced
viscosity data that would be obtained were it possible to
dissolve 1.0 wt % CO2 in PS at T 5 2408C and P 5 1 atm.
Concentration and pressure shifted data is at T 5 2408C
and P 5 5.65 MPa. The plot shows that even for as low as
1.0 wt % CO2 dissolved in PS, the viscosity change
induced by CO2 dissolution is much more significant than
that brought about by pressure imposed in the die under
typical extrusion foaming conditions.

1060 SHUKLA AND KOELLING

Journal of Applied Polymer Science DOI 10.1002/app



narrower for narrow molecular weight distribution
and wider for broad molecular weight distributions,
the Carreau model is expected to better fit the narrow
molecular weight distribution case while the Cross
model is likely to be more appropriate for the broad
molecular weight distribution case. The Cross, modi-
fied Cross, and Carreau models were used to fit the
experimental data for the commercial PS (PS Dow
685D) on which rheological measurements had been
made on the parallel plate rheometer. The Cross
model was found to give a better fit of the data than
the Carreau model. The generalized Cross–Carreau
model with an additional parameter, c, was found to
give slightly better fits of the data than the Cross
model, but since the Cross model also gives an excel-
lent fit of experimental data over a wide shear rate
range, has a minimum number of independent con-
stants and since each of the constants in the Cross
model possesses a physical significance, the Cross
model was chosen to fit the viscosity shear-rate data.

Cross derived his model to fit experimental data for
a number of non-Newtonian fluid systems (including
undiluted polymer melts). His model can be ex-
pressed in the following form68:

Z ¼ Z1 þ Z0 � Z1
1þ a _gm

� �
(8)

where, Z1 is the value of the ‘‘infinite shear rate’’ vis-
cosity observed in the second Newtonian regime, and
a and m are model constants. The above equation was
used to fit the concentration-reduced-viscosity-data to
get an initial estimate of the zero shear viscosity cor-
responding to the highest temperature (for which the
zero-shear Newtonian plateau could be most dis-
tinctly observed).

Vinogradov and Malkin69,70 investigated the tem-
perature-independent viscosity characteristics of
polymer systems. On the basis of molecular theories
concerning the temperature dependence of the visco-
elastic properties of polymers,71 the authors arrived
at the following functional form of the dependence of
viscosity upon the shear rate:

h

h0

¼ f
�
_gh0ðTÞ

�

The temperature dependence of the shear viscosity
of polymers is thus accounted for solely through its
effect on the zero shear viscosity and can now be
accommodated into the Cross model by writing it in
the following form:

Z ¼ Z0

1þ Z0 _g
t�

� �1�n
� � (9)

where t? is a constant. For high enough shear rates,
the above equation can be reduced to the power-law

model with n representing the flow behavior index. A
plot of h

h0
vs. (

�
_gh0ðTÞ

�
) allows one to scale out the

temperature (and likewise pressure) dependence of h
and thereby to isolate the shear-rate dependence
alone. Figure 5 shows the result of applying such a
scaling on master-plot coordinates for 1.0 wt % CO2

in PS. The data points show good superposition on
the master-coordinates and the Cross model fits the
superposed data very well. The value of the constants
in the Cross model obtained through this procedure
are s? 5 25224.86 and n 5 0.2462.

Note that the ‘‘infinite shear rate’’ viscosity has been
taken to be zero in eq. (9). Takahashi et al.72 have car-
ried out experiments to measure the viscosity of pure
PS melt at very high shear rates (up to 108 s21) using a
specially designed high-shear-rate rheometer. They
observed that the second Newtonian region was not
observed for PS melts, instead a transition region
was observed over which dual values of the apparent
viscosity were obtained at one shear rate. Beyond a
shear rate of 106 s21, the apparent viscosity was meas-
ured to be only � 1 Pa s at 2308C. Since the h1 is so
low and since no appropriate correlation is available in
the open literature to estimate the ‘‘infinite shear rate’’
viscosity, h1 is taken to be zero in eq. (9).

Figure 6 shows a comparison of the concentration
shifted viscosity data (points) with the Cross model
predictions (full curves). The Cross model gives a
very good fit of the data and isolating the tempera-
ture effect in the zero-shear viscosity ensures no
cross-over of the curves at higher shear rates.

Thermal conductivity

Little is known about the dependence of thermal
conductivity on the shear rate or weight fraction gas

Figure 5 Concentration shifted viscosity data plotted on
Master Coordinates (reduced viscosity versus reduced shear
rate). The plot enables the determination of the Cross model
parameters n and s? in such a manner that the zero shear vis-
cosity can acquire values, which are consistent with both the
WLF equation and the Cross model simultaneously.
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dissolved for polymer-blowing agent solutions. Ex-
perimental measurements of anisotropic thermal con-
ductivity in a flowing polymer melt are scarce in the
open literature and somewhat ambiguous. Picot and
his coworkers73,74 measured the effective thermal con-
ductivity for a commercial polydimethyl siloxane
sample and a PE sample of high molecular weight
and found that the thermal conductivity increased in
the flow direction at higher shear rates. Venerus
et al.75 studied anisotropic thermal conduction in a
polyisobutylene melt following a step shear deforma-
tion. They observed that the thermal conduction was
enhanced in the flow direction and reduced in the
neutral (or vorticity) direction, relative to the equilib-
rium level.

Since no thermal property estimates were available
for PS-CO2 solutions in the literature, corresponding
values under the prescribed processing conditions for
pure PS were used for our simulations. Sakakibara
et al.76 estimated the thermal conductivity of pure PS
above and below the glass transition temperature. For
a temperature range between 416 and 513 K for a PS
sample with a viscosity average molecular weight in
the range of 141,000–148,000, they estimated the ther-
mal conductivity to be 0.1659 W/(m K) to a maxi-
mum deviation of 1.2% in the measured values. This
value was obtained under static conditions and was
the one chosen for our simulations.

Density

The Sanchez-Lacombe equation of state (SLEOS)
which is based on the lattice fluid theory of polymer
solutions gives reasonable approximations of the den-
sity of many polymer-diluent mixtures77 and gives
very good estimates of the density of PS-CO2 solu-
tions under normal processing conditions for the mix-

ture.35 The SLEOS can be expressed as:

~r2 þ ~Pþ ~T½lnð1� ~rÞ þ ~r� ¼ 0 (10)

where ~q is the reduced density ð~q ¼ q=q�Þ, ~P is the
reduced pressure (~P5 P/P?), ~T is the reduced temper-
ature (~T 5 T/T?). The equation-of-state parameters for
the mixture r?, P?, and T? are computed from the cor-
responding pure-component values using conven-
tional (though somewhat arbitrary) mixing rules. Sato
et al.78 measured the solubility of carbon dioxide in PS
using a pressure decay method for temperatures rang-
ing from 373.2 to 453.2 K and for pressures up to 20
MPa. They used the following values of characteristic
parameters: P? 5 720.3 MPa, r? 5 1580 kg/m3, T?

5 269.5 K for PS and P? 5 1036 MPa, r? 5 803.4 kg/m3,
T? 5 159 K for CO2. The mixing rules that we used in
this work can be expressed following Sato et al.78 as

P? ¼
X
i

X
j

jijjP
?
ij (11)

P?
ij ¼

�
1� kij

��
P?
i P

?
j

�0:5
(12)

T? ¼ P� X
i

�
j1

0T?
i =P

?
i

�
(13)

1=r ¼
X
i

�
ji

0=r0i
�

(14)

ji
0 ¼ �

jiPi
?=T?

i

�.X
j

�
jiP

?
j =T

?
j

�
(15)

ji ¼
�
wi=r?i

�.X
j

�
wj=r?j

�
(16)

where Ti
?, Pi

?, r?, and ri
0 are the characteristic

parameters of ith component in the pure state. The
temperature-dependent binary interaction parameter
kij in the mixing rules was determined by minimiz-
ing the relative deviations between experimentally
measured and SLEOS predicted solubility measure-
ments for the PS-CO2 system and can be expressed
in the following form79:

kij ¼ �0:0005T þ 0:1149 (17)

where kij is the only interaction parameter that is
used in fitting SLEOS to laboratory measurements. It
accounts for the ‘‘non-idealities’’ of the binary sys-
tem (for example, the heat and volume changes of
mixing) of the two components.

Specific heat capacity

No data on specific heat capacity of PS-CO2 mixtures
is available in the open literature. Also, little is known
about the change in heat capacity on application of a

Figure 6 Comparison of the concentration shifted viscos-
ity data with the Cross model predictions and extension of
the Cross model prediction to higher shear rates value typ-
ically encountered in commercial extrusion dies.
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shear field. It is known that heat capacity depends on
the internal degrees of freedom of a polymer fluid80

but since this configurational dependence has not
been quantified, Cp data on pure PS under static con-
ditions from Karasz et al.81 was fitted to obtain the Cp

values that we used in our simulations. The specific
heat capacity was found to vary linearly with temper-
ature according to the following equation under pre-
scribed processing conditions:

Cp ¼ 3:2723T þ 612:53 (18)

where Cp is the specific heat capacity in J/(kg K) and
T is the temperature in K.

CFD MODELING TECHNIQUE

The die geometry consists of a die insert, which has a
length of 56.12 mm and an internal diameter of 7.8
mm followed by the foaming capillary die, which has
a length of 10 mm and an internal diameter of 0.5
mm. However, since most of the important flow
physics occurs in the capillary die and since the flow
in the die insert far upstream of the contraction does
not significantly affect the flow in the capillary die,
only 23.4 mm of the guiding hollow tube (die insert)
and 10 mm of the foaming die were simulated. Such a
selective elimination of volume is very desirable from
the point of view of computational economy and sig-
nificantly aids mesh refinement and data analysis in

FLUENT. The geometry of interest is displayed in
Figure 7(a).

The mesh is created on the preprocessor GAMBIT
(version 2.0.4). Figure 7(b) displays the mesh. The mesh
as created in GAMBIT contains � 61,000 triangular
cells. Further refinement of the mesh is carried out in
regions of high temperature gradients near the entrance
corner and the walls of the foaming die—a process
called grid adaption. An enlarged view of the adapted
mesh near the entrance corner is shown in Figure 7(c).

The steady, two-dimensional, axi-symmetric, segre-
gated solver formulation incorporating an implicit
discretization scheme was used to solve the flow
problem in FLUENT. The two dimensional double-
precision solver was chosen in FLUENT to model the
die geometry. The double-precision feature of the
solver enhances the numerical accuracy of the solu-
tion. Since the liquid flows from a capillary of rela-
tively large diameter, through an abrupt contraction,
and into a capillary of smaller diameter, the axisym-
metric (x,r) formulation of the equations of change is
used. The advantage of using this formulation is that
the three-dimensional (x,y,z) problem in Cartesian
coordinates is reduced to a 2D (x,r) problem in cylin-
drical coordinates while still retaining most of the
essential physics of the 3D (x,y,z) problem. This sim-
plifies the meshing of the geometry considerably,
makes it much easier to extract and interprets the
simulation data, and substantially speeds up the iter-
ation process (so that the solution converges in a mat-
ter of hours instead of converging in days).

The conservation equations were cast in the follow-
ing form given in tensor notation:

Mass Conservation Equation (Continuity Equation):

r � ðrvÞ ¼ 0 (19)

where r is the mass density, and v is the velocity vector.
Momentum Conservation Equation:

r � ðrvvÞ ¼ �rpþr � t
� �

(20)

where p is the pressure and s is the stress tensor.
Energy Conservation Equation:

r � �vðrEþ pÞ� ¼ r � �krT þ ðt � vÞ� (21)

where k is the thermal conductivity and E is the inter-
nal energy given as:

E ¼ h� p

q
þ v2

2

where h is the sensible enthalpy which for incompres-
sible flows is defined by:

h ¼
Z T

Tref

Cp dT þ p

q

where Tref is a reference temperature.

Figure 7 (a) Top: Geometry of the contraction. Since the
die is axisymmetric, only the symmetric part of the 2D ge-
ometry needs to be meshed. (b) Middle: Diagram showing
the mesh. The mesh has � 76,000 triangular cells (� 40,000
nodes). Since the mesh is very fine, it is hard to observe
individual cells. (c) Bottom: Enlarged view of the grid near
the contraction. Grid adaption based on temperature gra-
dients has been carried out in the region near the wall and
near the entrance corner.
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In the finite volume method, the numerical algo-
rithm is implemented through three steps.82 The first
step is formal integration of the governing equations
of fluid flow and heat transfer over all the (finite)
control volumes or cells of the solution domain. The
second step is the substitution of a variety of finite-
difference-type approximations for the terms in the
integrated equation representing flow processes. And
the third step is the solution of the algebraic equa-
tions by an iterative scheme. The efficiency of the so-
lution for the segregated solver in FLUENT is
enhanced by using the Algebraic Multi-Grid (AMG)
scheme in conjunction with the Gauss–Siedel method.

The materials panel in FLUENT was used to feed
in the thermophysical properties, k and Cp and the
bulk density, r for the fluid into the simulation. The
density of the fluid varies only by a very small extent
over the flow length in the die for the pressure condi-
tions used (only around 1% variation in density for
the maximum pressure drop under the simulation
conditions studied). Therefore, for the purpose of this
simulation, variations in density were ignored and
the fluid was assumed to be incompressible. The
SLEOS was used to compute for the density at the en-
trance of the die geometry and it was this density,
which was used to compute the inlet velocity of the
fluid for the simulation. The pressure and tempera-
ture corrections of the concentration-shifted viscosity
were incorporated into the simulation in a dynamic
way by writing appropriate user defined functions
and linking them to the FLUENT solver.

Convergence of the solutions was tested using two
approaches. The first approach was to decrease the
grid spacing in regions of high gradients (such as cor-
ners and walls), viz. selective mesh refinement via
grid adaption. The second approach was to place
more stringent criteria on the mass, momentum, and
energy residuals than the default criteria in FLUENT.
In all cases, the default criteria for residuals in FLU-
ENT were found to be inadequate for convergence.
Also, decreasing the grid spacing caused no change
in the solution properties at lower flow rates and/or
higher temperatures but mesh refinement through
grid adaption based on temperature gradients caused
significant change in the solution properties at lower
temperatures and/or higher flow rates.

The SIMPLEC (SIMPLE Consistent) Algorithm was
used for the pressure-velocity coupling. The acronym
SIMPLE stands for Semi-Implicit Method for Pres-
sure-Linked Equations and is essentially a guess-and-
correct procedure for the calculation of pressure on
the staggered grid arrangement in FLUENT. The
SIMPLEC method is a refinement of the SIMPLE
method that enhances the economy and stability of
the simulation. The Second-Order Upwind differenc-
ing scheme, which fulfils the requirements of conser-
vativeness, boundedness, and transportiveness, was

used for discretization of the governing equations.
Since the flow is not aligned with the grid lines for
our geometry, the distributions of transported proper-
ties tend to become smeared—a process referred to as
false diffusion. Selective mesh refinement and use of
a higher order differencing scheme minimizes, but
does not completely eliminate smearing. The result-
ing error due to false diffusion is expected to be small,
but an exact assessment of the error still needs to be
made. Finally, a judicious choice of underrelaxation
factors for the continuity, momentum as well as
energy equations had to be made for all our simula-
tions. The underrelaxation factors for momentum and
energy, especially, had to be assigned very low values
initially but could be gradually incremented, as the
solution proceeded, to speed up the convergence of
the solution.

Assumptions inherent in the mathematical model

An important assumption that has been made to sim-
plify our computations was that the formation of a
two-phase mixture beyond the saturation surface in
the die, does not significantly affect the profiles of the
field variables (temperature, pressure, and shear-
rate) in the die. This assumption was made to sim-
plify the physics of the problem and avoid the prob-
lems arising from phase separation on the flow
physics. Although this might appear as a severely
limiting assumption at first glance, two points must
be mentioned which go in its favor. (1) The average
time that a fluid element spends in the die down-
stream of the saturation surface is only � 0.015 s at
low processing rates (corresponding to 10-rpm screw
rotation rate) and lesser still at higher processing
rates. Such a short time comprises a very small frac-
tion of the total bubble growth time of 2–10 s docu-
mented in numerous studies on bubble growth. Such
short residence times are typical of continuous micro-
cellular foaming processes, which require very high
pressure drop rates for bubble nucleation densities to
approach the microcellular regime. (2) In many stud-
ies of bubble nucleation, a time period of the order of
microseconds or milliseconds (depending on the sys-
tem being studied) has been observed from the time
when the nucleation is thermodynamically favored
to the time when critical nuclei actually appear. This
time period is called the time lag of nucleation, and
so far as we know, experimental data on the time lag
of nucleation in polymer-supercritical diluent sys-
tems is not available. Moreover, it has been noted
that the phase-separation kinetics in the case of poly-
mer foaming are often slow enough to differentiate
between the formation of a single phase metastable
state from the subsequent nucleation and growth
stages so that the pressure drop step can be modeled
as a single phase, multicomponent adiabatic pressure
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drop.83 Thus, the assumption of approximating the
flow as a single phase flow throughout the capillary die
length might not be very unreasonable for microcellular
foaming through extrusion dies and can give useful
insights into the dynamics of flow in a nonisothermal
foaming die.

A second assumption that has been made is that
the fluid flow is laminar and steady state at all times.
The laminar flow assumption is justified on the basis
of the very low Reynolds numbers (<1) prevailing in
the flow system at any point in the capillary die.

It is widely accepted in the polymer-processing
community that polymer melts, unlike Newtonian
fluids, may violate the classic no-slip boundary condi-
tion when the shear stress exceeds a critical value
(usually about 0.1 MPa). Shidara and Denn84 studied
the slip behavior of PE and PS through very thin slit
dies (gaps ranging between 34 and 765 lm). They
reported that while slip was exhibited at the wall for
the PE melt, no slip was observed for the PS melt
under similar processing conditions. Later on, Rose-
nbaum and Hatzikiriakos85 carried out a numerical
analysis for a hypothetical PS fluid and suggested,
based on their numerical results, that slip could be
occurring in the experiments conducted by Shidara
and Denn84 on PS, but since viscous heating in the
case of PS is significant, it could be dominating the
wall-slip effect for the polymer. However, although
Rosenbaum and Hatzikiriakos85 procured experimen-
tal data for LDPE, HDPE, and PP to demonstrate the
agreement of their model predictions with experimen-
tal data, they have not carried out experiments to cor-
roborate the wall slip effect for PS. For simplicity, and
in want of more conclusive data, the no slip condition
has been imposed at the wall for all our simulations.

Although normal stresses could be important in
contraction flows and especially through capillaries of
small length (where the flow time could well be com-
parable to the characteristic polymer segment relaxa-
tion time), this article considers only shear stresses.
Also, the effect of gravity on flow has been assumed
to be negligible.

RESULTS AND DISCUSSION

Continuous microcellular foaming of PS-CO2 mix-
tures at 1.0 wt % blowing agent concentration had
been carried out earlier in our laboratory at two dif-
ferent screw rotation rates, 10 and 30 rpm. For the
lower screw rotation rate of 10 rpm, foams had been
produced for inlet melt temperatures (into the die
insert) corresponding to 140, 160, 180, 200, 220, and
2408C. For the higher screw rotation rate of 30 rpm,
foams had been produced for inlet melt temperatures
corresponding to 160, 180, 200, 220, and 2408C. Proc-
essing at 1408C for the higher screw rotation rate of

30 rpm was not carried out due to the pressure limita-
tions of the die. Table I summarizes the process con-
ditions for extrusion foaming of PS-CO2 solution car-
ried out in our laboratory. The experimental setup
and results have been discussed earlier in detail by
Han et al.24 The velocities and temperatures listed are
the inlet velocities and temperatures of the homoge-
nous fluid stream entering the die insert. In the dis-
cussion that follows, the focus is on the simulation
results and on the comparison of the experimental
findings and the model predictions. Note that in the
discussion below, the low processing rate always cor-
responds to 10 rpm screw rotation rate and the high
processing rate always corresponds to 30 rpm screw
rotation rate. Also, the temperatures correspond to
the inlet melt temperature of the polymer entering the
die insert, unless otherwise specified.

Pressure drop across the die

The pressure drop profiles along the die for the low
flow rates (corresponding to 10 rpm screw rotation
rate) for all the different inlet temperatures studied
are shown in Figure 8. Several features of interest can
be observed from the figure. Most of the pressure
drop occurs in the thin capillary region of the foam-
ing die. The pressure in the die insert stays almost
constant for all inlet melt temperatures studied; even
for the case of the lowest temperature, 1408C, (corre-
sponding to the highest viscosity), only a very small
fraction of the total pressure drop occurs in the die
insert. The pressure profile along the capillary is
highly nonlinear. Pressure drops appreciably in the
initial entrance section of the capillary and falls less
steeply in the region of the capillary away from the
contraction. The total pressure drop in the die is a
sensitive function of the inlet melt temperature and
the sensitivity increases as temperature decreases.
Pressure contours were also obtained to analyze the
radial variation in pressure at a given axial location—

TABLE I
Summary of Process Conditions for Extrusion Foaming

of PS-CO2 Solution

Temperature (8C)

Velocity at 10
rpm screw
rotation

rate (m/s)

Velocity at
30 rpm screw

rotation
rate (m/s)

140 0.0010219
160 0.0013164 0.0048546
180 0.0013534 0.0038688
200 0.001562 0.0044833
220 0.0015823 0.0048041
240 0.0016723 0.0049294

The velocities and temperatures listed are the inlet
velocities and temperatures of the homogenous fluid
stream entering the die insert.
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the pressure contours were found to become flat after
a small entrance length in the capillary die implying
that variation in pressure in the radial direction is
negligible for all processing conditions studies. The
pressure drop profiles along the die for the high flow
rates (corresponding to 30-rpm screw rotation rate)
for all the different inlet temperatures studied are
qualitatively similar to the ones at low flow rates and
so are not discussed separately.

The nonlinearity of the pressure drop profiles in
the capillary could be attributed to a number of fac-
tors, particularly, nonisothermal nature of the flow
due to viscous dissipation, viscosity dependence of
the PS-CO2 mixture on pressure and temperature,
and hydrodynamic entrance effects. An important
implication of the pressure dropping more steeply in
the entrance region of the capillary would be that the
saturation surface is shifted towards the die entrance,
when compared with the case in which a linear pres-
sure profile along the entire length of the capillary is
presumed. Consequently, a larger time would be
available for the nucleation and bubble growth proc-
esses to occur inside the capillary die when compared
with the linear pressure drop case. Simultaneously, a
reduction in the absolute magnitude of the slope of
the pressure profile at the saturation surface would
result in a reduced rate of nucleation.

The axial profiles of temperature and velocity for a
representative flow condition of 1808C solution tem-
perature at inlet, 1.0 wt % CO2 concentration, and 10-
rpm screw rotation rate are shown in Figure 9. On
examining the axial temperature profiles, correspond-
ing to different radial sections in the foaming die [Fig.
9(a)], we find that most of the temperature rise is con-

centrated in a region very close to the wall. The tem-
perature rise (� 158C) is pretty significant and for the
highest flow rates studied, the maximum temperature
rise could be as much as � 248C. The heated polymer
has a lower viscosity and this exaggerates the concen-
tration of shearing near the wall. This tends to localize
the viscous heating near the wall, and since the low
thermal conductivity limits the rate of heat transfer
out of the high-shear-rate region, it can lead to unex-
pectedly large local temperature rises like the ones
we observe.86 The role of the limited thermal conduc-
tion of heat in the melt can also be clearly observed in
Figure 9(a). The greatest temperature rise for the adia-
batic die is observed at the wall (� 158C), while at the
centerline the rise in temperature is merely � 18C.
The most rapid temperature rise with respect to axial
distance occurs in the entrance region of the capillary
near the wall and can be attributed to the higher val-
ues of the pressure-dependent viscosity and the high
shear rates prevailing in this region. The temperature
rise per unit axial length decreases with increasing
axial distances along the die as can be inferred from
the concave-downward nature of the curves for the
region near the wall [r/R > � 0.72 in Fig. 9(a)]. This
can be attributed to the monotonically decreasing
pressure-dependent shear viscosity as also to the
enhanced thermal conduction due to higher radial
temperature gradients with increasing axial distances

Figure 8 Pressure profiles along the die for different inlet
PS-CO2 solution temperatures (10 rpm screw rotation rate).

Figure 9 (a) Top: Temperature profiles along the die
length (1808C, 1.0 wt % CO2, 10 rpm screw rotation rate)
(b) Bottom: Velocity profiles along the die length (1808C,
1.0 wt % CO2, 10 rpm screw rotation rate).
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along the die. On the other hand, the temperature rise
per unit axial length increases with increasing axial
distances along the core of the capillary die [r/R <
� 0.72 in Fig. 9(a)] as evident from the concave-
upward nature of the curves. This is due to the
enhanced thermal conduction with increasing dis-
tance from the entrance of the die.

The axial velocity profiles corresponding to differ-
ent radial sections in the foaming die are shown in
Figure 9(b). For an entrance velocity of 0.00135 m/s of
the fluid into the guiding hollow tube, the maximum
velocity observed in the capillary die is 0.438 m/s,
which corresponds to an increase of � 325 times.
Also, as can be observed from Figure 9(b), right at the
entrance of the capillary die, a hump is observed in
the velocity magnitude along the core of the flow (r/
R < � 0.72). This hump could possibly be attributed
to the redistribution of the velocity components just
downstream of the contraction. There is a significant
radial component of the velocity as the fluid enters
the contraction and the hump, very possibly, repre-
sents that region of the die in which radial flow is im-
portant enough to contribute significantly to the
net velocity magnitude of the fluid flowing through
the die. Velocity redistribution takes place within
the small capillary die once the fluid has passed
through the abrupt contraction. At L/D � 10, the ve-
locity profile in the die assumes a fixed flattened
shape characteristic of shear-thinning polymer melts
and hardly changes for greater axial distances along
the capillary die.

A comparison between experimental and simulated
pressure drops is depicted in Figure 10. It can be seen
from Figure 10(a) that at the lower flow rates through
the die (corresponding to 10 rpm screw rotation rate),
fairly good agreement is obtained between simulated
and experimental pressure drops at the higher tem-
peratures (>1808C) studied, but the simulations
under predict the pressure drops somewhat at lower
temperatures. Figure 10(b) shows that a similar
trend is observed for the higher flow rates (corres-
ponding to 30 rpm screw rotation rate) through the
die too. Additionally, on comparing Figure 10(a)
and Figure 10(b), it appears that the agreement
between the experimentally and computationally pre-
dicted pressure drops is better for the lower flow
rates studied.

A primary reason behind why simulation results
under predict somewhat the total pressure drop over
the die at the lowest inlet melt temperature or the
highest flow rate studied could be the noninclusion of
extensional effects in the simulation. As pointed out
earlier by Han et al.,8,22 what a pressure transducer
measures when flush-mounted on a capillary is not
just the hydrostatic pressure, p, but in fact the out-
ward-acting total wall normal stress, Srr(R,x), which is
defined as

SrrðR; xÞ ¼ �pðR; xÞ þ trrðR; xÞ (22)

where trr(R,x) is the extra stress, which is generated
due to the deformation of the fluid. The second nor-
mal stress coefficient, c2, is negative for concentrated
polymer solutions and is generally less than 20% of
the magnitude of the first normal stress coefficient,
c1, and so does not play as dominant a role as c1

does in dictating fluid rheology.55 Bird et al.87 have
noted that c1 is positive for most polymers and has a
large power law region in which it could decrease by
as much as a factor of 106. Furthermore, the authors
have pointed out that for most polymer systems, the
rate of decline of c1 with increasing shear rate is
greater than that of g with increasing shear rate. This
could help explain why the agreement between simu-
lated and experimentally measured pressure drops
appears slightly better at lower flow rates when com-
pared with the higher flow rates studied.

Vinogradov and Malkin88 have discussed the tem-
perature dependence of normal stresses and have

Figure 10 (a) Top: Comparison of Simulated and Ex-
perimental Pressure Drops across the die for different inlet
PS-CO2 solution temperatures (10 rpm screw rotation rate)
(b) Bottom: Comparison of simulated and experimental
pressure drops across the die for different inlet PS-CO2 so-
lution temperatures (30 rpm screw rotation rate).
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concluded that the temperature dependence of the
first normal stress coefficient c1 must be stronger
than the temperature dependence of the viscosity h.
This would imply that at lower temperatures, the
extensional effects would begin playing an increas-
ingly dominant role in the rheology of the fluid when
compared with their effect at higher temperatures
and this could help explain the observation that the
experimental and simulated pressure drop rates differ
more at lower temperatures than they do at higher
temperatures.

Other reasons that could possibly contribute to the
slight under prediction of simulated pressure drops
from experimental measurements could be the absence
of an interaction term in the Chow model to estimate
Tg depression for the PS-CO2 mixture. Simulating the
flow under adiabatic conditions while the experiments
were conducted for a nearly isothermal die block could
also contribute to a small extent in the difference
observed between experimental measurements and
simulated results. Real flow situations would neither
be perfectly adiabatic, nor would they be perfectly iso-
thermal, but would probably resemble an intermediate
regime between these two situations.89

It must be pointed out that Xue and Tzoganakis90

have measured the entrance pressure losses for PS-
CO2 solutions as a function of CO2 concentration (0–4
wt % CO2 in PS), upstream pressure (20–35 MPa),
and wall shear stress (0.04–0.1 MPa). They have
shown that dissolution of CO2 into the PS melt
reduces the entrance pressure drop for a given
upstream (or entrance) pressure, and that for the con-
ditions that they tested, the extra pressure losses
account for only about 5% of the total pressure drops
encountered for the solution on flowing through the
dies. However, their measurements have only been
performed for temperatures above 2008C, where
extensional effects are not as significant.

Location of saturation surface

The CO2 solubilities for the pressure and temperature
fields in the die were computed using a separate pro-
gram incorporating the Sanchez Lacombe Equation of
State (SLEOS). The chemical potential of the gas in
the mixture is computed using the relation:

m1 ¼ RTfln j1 þ ð1� r1=r2Þj2

þ r01~rðP1
?P2 � 2P12

? Þ=ðP1
?T1Þf2

2g
þ r01RTf�~r=~T1 þ ~P1=ð~r~T1Þ þ ð1=~r� 1Þ lnð1� ~rÞ

þ ð1=r01Þ ln ~rg ð23Þ

where m1 is the chemical potential of component 1
(gas) in the binary mixture, R is the gas constant, and
the other terms arise from the mixing rules discussed
earlier.

The equilibrium solubility of the PS-CO2 mixture
was computed by equating the chemical potential of
CO2 in the liquid and vapor phases and this informa-
tion was used to determine the location of the satura-
tion curves under the process conditions chosen.
Tsujimura et al.32 estimated the critical pressure for
bubble inflation in foam extrusion for the polypropyl-
ene–isobutane system and their calculations revealed
that the critical pressure was about 0.2–0.4 MPa lower
than the equilibrium (saturation) pressure for the
mixture. In the discussion that follows, as a first
approximation, the terms ‘‘surface of incipient nuclea-
tion’’ and ‘‘position of nucleation onset’’ have been
used interchangeably to denote that position along
the foaming die, when the polymer solution first
becomes supersaturated in its passage through the
die, (which is, in principle, different from the position
corresponding to the critical pressure for bubble infla-
tion, which is typically used to denote the formation
of the second phase in nucleation literature). As
shown in Figure 11(a), the position of nucleation
onset was located between 27.5 and 30 mm for the
different process conditions chosen. Since a large part
of the pressure drop occurs in the entrance region of
the capillary, the surface of incipient nucleation is
located around the middle of the capillary instead of
near the exit. Several observations can be made from
Figure 11(b–d) about the location of the surface of
incipient nucleation in the adiabatic foaming die.

A rise in inlet melt temperature shifts the surface of
incipient nucleation towards the entrance of the capil-
lary. For low flow rates (corresponding to 10 rpm
screw rotation rate), it appears that the shift is more
sensitive to temperature at the lower temperatures
used. However, no such sensitivity dependence is
apparent at the higher flow rates used. It can be seen
from Figure 11(d) that the location of the surface of
incipient nucleation is very sensitive to the flow rate
(screw rotation rate) at higher temperatures, but the
sensitivity diminishes rapidly at lower temperatures.
Thus, for example, a rise in the screw rotation rate
from 10 to 30 rpm shifts the incipient nucleation sur-
face by � 0.75 mm at 2408C while a similar rise in
screw rotation rate hardly affects the position of
nucleation onset at 1808C.

For all process conditions studied, nucleation
appears to occur first at the wall and then at the cen-
terline. This observation appears to be in contrast
with the handful of visual observations of bubble
nucleation made by researches on extrusion dies17,22

and possible reasons for this discrepancy are dis-
cussed below in detail. For our capillary die, the ear-
lier onset of nucleation at the wall (than at the center-
line) can be attributed to the reduced solubility at the
higher temperature due to viscous heat generation
near the wall. Also, on comparing Figures 11(a) and
11(b), it can be clearly observed that the curvature of
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the surface of incipient nucleation is more pro-
nounced at the higher flow rates than at the lower
flow rates. This is as expected since the viscous dissi-
pation (and hence the temperature rise) is greater at
higher flow rates.

The effect of shear on bubble nucleation in poly-
mer–gas systems is still not completely understood.
Han and Han22 investigated the phenomenon of
bubble nucleation in a slit die for the PS-trichloro-
fluoromethane system. A He–Ne laser was used to
illuminate the PS-gas mixture and visual observations
of the nucleating and growing bubbles could be made
through the provision of an optically clear glass
window. The authors observed that the bubbles
nucleated first at the center of the slit die (y 5 0 posi-
tion) for the PS-trichlorofluoromethane system. Fur-
thermore, the position of nucleation onset was found
to shift towards the die exit on moving away from the
slit axis in the cross-channel (y) direction but then
began shifting again towards the die entrance beyond
a certain critical value of y (y 5 ync). To explain their
observations, the authors suggested that bubble

nucleation at positions between y 5 0 and y 5 ync
was induced by flow and bubble nucleation at posi-
tions between y 5 ync and y 5 h (die wall) was
induced by shear stress. The authors also noted that
cavitation brought about by the surface roughness of
the wall and by thermal fluctuations due to the heat
transfer between the die wall and the polymer solu-
tion could induce nucleation earlier near the wall, but
such events would be sporadic and could be ignored
so that shear effects would be the dominant mecha-
nism for triggering nucleation earlier near the die
wall. Our results lend support to the interpretations
of Han and Han22 for the observed trend in the posi-
tion of nucleation onset between y 5 ync and y 5 h
and demonstrate how shear stress through viscous
heat generation at the wall can bend the surface of
incipient nucleation towards the die entrance and
induce nucleation first near the wall. However,
further analysis is required to explain the experimen-
tally observed trend in the position of nucleation
onset between the cross-channel positions y 5 0 and y
5 ync.

Figure 11 (a) Top: Location of saturation surface in the die. (b) Top middle: Saturation surface curves, 10 rpm. (c) Bottom
middle: Saturation surface curves, 30 rpm. (d) Bottom: Effect of screw rotation rate on the location of the saturation surface.
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Another very interesting observation that Han and
Han22 made was that while supersaturation seems to
be a necessary condition in a homogeneous isotropic
system for bubble nucleation to occur under static
conditions, for a flowing polymer–gas mixture, bub-
ble nucleation could occur even in an unsaturated
condition. It is now well known that the orientation
of polymer chains changes in a flow field, with the
long polymer chains aligning themselves in the direc-
tion of the flow so that they assume a distinctly distin-
guishable (though difficult to quantify) configuration
under flow from their configuration at rest. Han and
Han used the Flory Huggins theory to compute their
equilibrium solubility curve, which, as noted earlier,
does not account for the vacant lattice sites. It will be
of interest to compare the experimental results of
Han and Han with the equilibrium solubility values
for the PS-trichlorofluoromethane system obtained
through the SLEOS.

Recently, researchers from the Industrial Materials
Institute, NRC, Canada,31,33,91 used an inline detection
method based on ultrasonic sensors to investigate the
influence of the flow on the foaming behavior of vari-
ous PS-gas mixtures in an extrusion slit die. The
authors observed that under flow conditions,
the degassing pressure was consistently higher than
the solubility pressure. A tentative explanation was
offered by Tatibouet and Gendron31 to account for
their experimental observations. The authors sug-
gested that the extensional stresses do not have suffi-
cient time to relax at low processing temperatures or
for polymers with low values of melt flow index
or with large values of compliance and this could
lead to premature degassing of the PS-PFA mixture
along the die length. Additionally, the authors have
quoted the observation of Kim and Dealy92 that
the amount of stretching is at its maximum along the
centerline, and have speculated based on this obser-
vation that the influence of tensile deformation on
degassing could help explain the observation of Han
and Han that bubbles nucleate first along the axis in
their slit die. Kim and Dealy,92 in their work, do not
appear to have made the observation of stretching
being a maximum along the centerline explicitly, but
do quote Ramamurthy and McAdam93 as having
demonstrated that the velocity on the center stream-
line has a large maximum just before the die entry
and then falls further downstream, which implies
that there is a strong stretching along the centerline
and appears to validate the premise of Tatibouet
and Gendron.31 Although Tatibouet and Gendron31

have suggested a probable cause for the bubbles
nucleating first along the centerline of the slit die of
Han and Han,22 considerable work still needs to
be done in this area to understand the process within
a combined framework of rheology and thermo-
dynamics.

Effect of field gradients on foam morphology

Nucleation events depend on the pressure and tem-
perature history of a fluid element in the foaming die.
In this section, the foam morphology is related to the
basic field variables—temperature, pressure, and
shear rate in the foaming die.

Park et al.27 have demonstrated the importance of
the pressure drop rate on the nucleation density of
the polymer foam. Their results have been verified
by the experimental work of Han et al.24 in our lab-
oratory. The pressure drop rate and the temperature
rise rate directly affect the solubility drop rate,
thereby influencing the foam morphology. The pres-
sure does not change much in the radial direction
in the region of nucleation onset in the die. Thus,
dP/dx hardly changes across the die cross-section in
the region of the die where the pressure in the
capillary falls below the degassing pressure of the
PS-CO2 solution. The velocity is predominantly uni-
directional in the region of nucleation onset in the
capillary and the pressure drop rate can be simply
computed as

dP

dt
¼ dP

dx
vx (24)

where vx is the local axial velocity. The pressure
drop rate along the surface of incipient nucleation
for the different conditions studied is presented in
Figure 12. Note that the pressure drop rate profile
has exactly the same shape as the velocity profile
along the surface of incipient nucleation since dP/
dx is constant.

Han et al.24 had observed earlier that while operat-
ing at the lowest temperature (1408C) of their process-
ing window, the cell morphology was found to
change appreciably from the one observed at higher
temperatures—in that larger, conjugated, polyhedral
cells were observed under this condition. Their obser-
vation is reproduced as Figure 13 here. The authors
attributed this change in foam morphology to the
increased viscosity and rigidity of the polymer matrix
at the lower processing temperature and to the
accelerated vitrification of the foam on exiting the
extrusion die. Our simulation results indicate that
the pressure drop rate is significantly lower for the
1408C case than for any other temperature studied
(Fig. 12), which, following Park et al.’s27 argument,
implies that a lesser number of bubbles are able to nu-
cleate under the given conditions, which can eventu-
ally grow to larger sizes and impinge on each other
forming the polyhedral, conjugated morphology
observed by Han et al.24

SEM micrographs of foam cross-sections obtained
at two different processing rates (corresponding to 10
and 30 rpm screw rotation rate) for 1808C inlet melt

1070 SHUKLA AND KOELLING

Journal of Applied Polymer Science DOI 10.1002/app



temperature and 1.0 wt % CO2 are shown in Figure
14. Cell density was calculated at four different radial
locations for each SEM micrograph, using the follow-
ing well-known expression.13

Nf ¼ nM2

A

� �3=2

(25)

where Nf is the number of bubbles per centimeter
cube of the final foam, n is the number of bubbles in
the micrograph, A is the area of the micrograph, cm2,
and M is the magnification factor of the micrograph.

The cell density (expressed as no. of cells/cm3) is
plotted against radial position (expressed as r/R) in
Figure 14. For each throughput rate used, cell density
was found to decrease by almost an order of magni-
tude in going from the center to the edge of the foam
section. Also, for the same r/R, the cell density in the
foam sample corresponding to the higher throughput
rate was found to be higher by almost an order of
magnitude when compared with the cell density in
the foam sample corresponding to the lower through-
put rate. These observations substantiate the obser-
vations of Park et al.27 and Han et al.24 regarding the
importance of the pressure drop rate in determining
bubble nucleation density.

However, the morphology of our foam samples dif-
fers from the foam morphologies obtained by Chen
et al.18 and Xu et al.34 in one essential respect—in that
they observed an increase in cell density (and a corre-
sponding decrease in cell size) near the edge of their
foam samples while we observed fewer and larger
cells near the edge of all our foam samples. Complete
details regarding how the process parameters were
controlled for their foaming experiments are not
available, and hence it is not clear what the above-
mentioned differences in cell morphologies might be
attributed to.

Thermal gradients across adjacent mesh volumes
are appreciable in the capillary die due to significant
viscous heat dissipation. The temperature rise rate
dT/dt of a given fluid element in the die is calculated
based on the following procedure. The axial tempera-

Figure 12 Pressure drop rate at different temperatures (10
rpm screw rotation rate) at the saturation surface. The
straight lines are pressure drop rates computed for an aver-
age velocity and a linear pressure drop profile along the die
length. Note that because of the very steep pressure drop
near the entrance of the capillary die for the 1408C case, the
pressure drop rate predicted from an average velocity and a
linear pressure drop is far higher than the true pressure
drop rate at the surface of incipient nucleation.

Figure 13 SEM micrographs depicting cell morphology at 1608C, 10 rpm (left) and 1408C, 10 rpm (right). Note the much
larger, noncoalescing cell morphology at 1408C (right) compared with the smaller, coalescing cell morphology at 1608C
(left).
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ture distribution along a specified radial distance in
the capillary is approximated using a polynomial
expression of appropriate degree. The axial tempera-
ture gradient at the surface of incipient nucleation is
then computed by taking the derivative of the polyno-
mial expression at the point of interest. The tempera-
ture rise rate along the die can now be calculated
using an expression equivalent to eq. (24), i.e.,

dT

dt
¼ dT

dx
vx (26)

Figure 15 represents the temperature rise rate along
the surface of incipient nucleation for the different

conditions studied. The temperature rise rate peaks at
around four-fifth of the radial distance from the cen-
ter, as can be seen from Figure 15. Unlike the pressure
drop rate, the temperature rise rate does not seem to
have a significant effect on the cell size distribution
under the prevailing flow conditions.

Although proper viscoelastic scaling of the shear
viscosity can predict pressure drops in semiquantita-
tive agreement with experimental measurements,
care must be taken while implementing the method-
ology to predict the pressure drop across the die at
lower processing temps where normal stresses
become important. West94 has observed that for dif-
ferent polydisperse PS samples that he measured, the

Figure 14 (a) Top: Cell morphology (1808C). The figures at the left and right represent the morphology at the lower proc-
essing rate (corresponding to 10 rpm screw rotation rate) and higher processing rate (corresponding to 30 rpm screw rota-
tion rate) respectively. (b) Bottom: Cross-sectional cell density distribution for the micrograph corresponding to Figure
14(a). There is a significant decrease in cell density as one goes from the center to the edge of each SEM micrograph in
Figure 14(a). Also, there is about an order of magnitude increase in cell density for corresponding positions of the cell
morphology for the higher processing rate micrograph (30 rpm) when compared with the lower processing rate micro-
graph (10 rpm).
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maximum relaxation times at 2278C ranged from
0.011 to 0.488 s. Such long relaxation times are compa-
rable to the mean residence time of the fluid elements
in the die implying that there could be a significant
extensional component of the flow. The bubble nucle-
ation and growth processes downstream of the sur-
face of saturation are also complicated by the fact that
these processes are occurring in a regime wherein the
polymer chains are undergoing complex transitional
rearrangements to their equilibrium configuration
and where extensional effects through elastic recoil
may play as important a role as shear effects. Given
the complexity of the foaming process in the extru-
sion foaming of thermoplastics, a very careful analy-
sis of experimental data is essential to sort out the
effect of the different processing parameters and pro-
cess conditions on bubble nucleation and growth.

CONCLUSIONS

An internally consistent viscoelastic scaling approach
has been developed to scale up the shear viscosity of
the fluid that accounts for the temperature, pressure
as well as concentration dependence of the shear vis-
cosity in a dynamic way along each cell element in
the mesh of the foaming die. The pressure drop val-
ues predicted by the simulations give good qualita-
tive (and even semiquantitative) agreement with
experimentally obtained pressure drop values under
nearly identical flow conditions.

Simulations have been performed for the flow of a
polymer-diluent solution through an abrupt axisym-

metric contraction extrusion foaming die. The axial
profiles of the basic field variables: pressure, tempera-
ture, and velocity are obtained for different radial sec-
tions of the capillary die. From knowledge of the
pressure and temperature fields and using the
SLEOS, the location of the saturation curves (also
referred to as ‘‘the surface of incipient nucleation’’ in
this work) in the foaming die are estimated. The
shape of the surface of nucleation onset is compared
with the handful of experimental data that have been
reported in the literature and differences between the
computed and measured profiles are discussed in
detail. Also, the pressure drop rate and the tempera-
ture rise rate have been computed across the surface
of incipient nucleation and their implications on the
final foam morphology have been discussed.

Measurement and subsequent incorporation of nor-
mal stress functions and extensional stresses for poly-
mer-blowing agent solutions into the simulation can
improve the model predictions. Also, once the time
lag of nucleation for PS-CO2 mixture is evaluated, use
of a multiphase model to simulate the flow of the
two-phase polymer–gas mixture downstream of the
surface of incipient nucleation will enhance the pre-
dictions. The next step would be to estimate the rate
of bubble nucleation from knowledge of the hydrody-
namics and the basic field variables—pressure, tem-
perature and velocity of the PS-CO2 mixture in the
die. Finally, a suitable bubble growth model will be
incorporated in the simulation to predict the micro-
structure of the final foam.

We thank Dr Xiangmin Han for the experimental data and
Dr Dehua Liu for help with the SLEOS.
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